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Abstract-Gene selection is a main procedure of discriminate 

analysis of microarray data which is the process of selecting 

most informative genes from the whole gene data base. This 

paper approach a method for selecting informative  genes by 

using Rough Set Theory.  Rough Set Theory is a effective 

mathematical tool for selecting informative genes. This paper 

describes basics of Rough Set Theory and Rough Set attribute 

reduction by  Quick –Reduct  based  Genetic Algorithm. 
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I. INTRODUCTION 

 

The advent of microarray technology has meant that 

transcriptional responses to changes in cellular state can now 

be quantified for thousands of genes in a single experiment. 

Microarrays thus offer a window into transcriptional 

mechanisms underlying major events in health and disease. 

 

Rough set theory, proposed in is a good mathematical  ool for 

data representation and reduction. Its methodology is 

concerned with the classification and analysis of missing 

attribute values, uncertain or incomplete information systems 

and knowledge, and it is considered one of the first non-

statistical approaches in data analysis . Any subset defined by 

its upper and lower approximation is called “Rough Set”.  The 

ideas of Rough Set proposed by Pawlak in 1980  and he is 

known to be ‘Father of Rough Set Theory’ 

 

II. DIFFERENCES AMONG FUZZY , ROUGH AND   

CLASSICAL SET THEORY 

 

In classical set theory a set is uniquely determined by its 

elements. In other words, it means that every element must be 

uniquely classified as belonging to the set or not. Lotfi Zadeh 

proposed completely new, elegant approach to vagueness 

called FUZZYSET THEORY. In his approach an element can 

belong to a set in  a degree k (0  k  1), in contrast to classical 

set theory where an element must definitely belong or not to a 

set.  

 

For example  in classical set theory one can be definitely ill or 

healthy, whereas in fuzzy set theory we can say that someone 

is ill (or healthy) in 70 percent (i.e. in the degree 0.7). Rough 

set theory is still another approach to vagueness. Similarly to 

fuzzy set theory it is not an alternative to classical set theory 

but it is embedded in it. Rough set theory is still another 

approach to vagueness which is expressed by its boundary 

region not by its partial membership.  

 

III. TERMINOLOGIES ON ROUGHSET THEORY 

 

A. In discernibility Relation: 

 

With any P ⊆ A, there is an associated Equivalence Relation 

IND(P) =  { (x , y) ∈ U X U / ∀ a ∈ P, a(x) =a(y)}. 

 

B. Lower and Upper Approximation: 

 

Let X ⊆ U can by approximated using only the information 

contained within P, by constructing P-Lower and P-Upper 

approximations of a classical crisp set X are given by  

  

Px (Low) = {  x / [x]p ⊆ X  } 

Px (Upp) = { x / [x]p ⋂ X≠𝝫} 

 

The following figure shows diagrammatic representation of 

Rough set. 

 

 
 

Using the features in the set P through equivalence Class we 

can construct Upper and Lower Approximations. 

 

C. Feature Dependency and Significance 

 

An important issue in data analysis is discovering 

dependencies between attributes. Intuitively, a set of attributes 

Q depends totally on a set of attributes P, denoted P ⇒ Q, if all 

attribute values from Q are uniquely determined by values of 

attributes from P. If there exists a functional dependency 

between values of Q and P, then Q depends totally on P. In 

rough set theory, dependency is defined in the following way 

For P, Q ⊂ A, it is said that Q depends on P in a degree k (0 ≤ 

k ≤ 1), denoted P ⇒k Q, if  

k = γP (Q) =|POSP (Q)| /|U| ------------- Form(I) where |S| 

stands for the cardinality of set S. 
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D. Reducts 

 

For many application problems, it is often necessary to 

maintain a concise form of the information system. One way to 

implement this is to search for a minimal representation of the 

original dataset. For this, the concept of a reduct is introduced 

and defined as a minimal subset R of the initial attribute set C 

such that for a given set of attributes D, γR(D) = γC(D). 

Reducts are subsets of the attribute set A, which provide the 

same information as the original data set. The reducts were 

used as initial group centroids, which were then grouped 

together to form clusters. 

Given  an  Information System A = ( U,A)  

we say that B ⊆ A of attribute is a Reduct of A  

when 

(i)  INDB  = IND A  

(ii)  B is a minimal set of attribute with property (i) 

 

IV. DISCERNIBILITY MATRIX 

 

Many applications of rough sets make use of discernibility 

matrices for finding rules or reducts.  A discernibility Matrix of  

a decision table  is a Symmetric matrix which entries defined 

by  C ij  =  { a ∈ C / a (x i) ≠ a (x j) } Each  Cij contains those 

attributes that differ between objects i & j. 

 

A. Rough Set Attribute Reduction (RSAR) 

 

Rough set attribute reduction (RSAR)  provides a filter-based 

tool by which knowledge may be extracted from a domain in a 

concise way; retaining the information content while reducing 

the amount of knowledge involved. The main advantage that 

rough set analysis  is that it requires no additional parameters 

to operate other than the supplied data . In RSAR a subset with 

minimum Cardinality  is searched for the  Original data set. 

Using the example dataset , in Table 1 the dependencies for all 

possible subsets of C can be calculated by  Form(I). Table 1 

consists of  8 objects with 4 conditional features a,b,c,d and 

one decision feature e.  Given system is consistent if each set 

of object has same attribute value and whose corresponding 

decision features are same. 

The possible selected subsets are given below: 

 γ{a,b,c,d}({e}) = 8/8  γ{b,c}({e}) = 3/8 

 γ{a,b,c}({e}) = 4/8    γ{b,d}({e}) = 8/8 

 γ{a,b,d}({e}) = 8/8   γ{c,d}({e}) = 8/8 

 γ{a,c,d}({e}) = 8/8    γ{a}({e}) = 0/8 

 γ{b,c,d}({e}) = 8/8   γ{b}({e}) = 1/8 

 γ{a,b}({e}) = 4/8     γ{c}({e}) = 0/8 

 γ{a,c}({e}) = 4/8    γ{d}({e}) = 2/8 

 γ{a,d}({e}) = 3/8 

 The given dataset is consistent, since 

γ{a,b,c,d}({e}) = 1. The minimal reduct set for this example is   

Rmin = {{b, d}, {c, d}}  If {b,d} is selected the resultant  

reduced set is given in Table 2 

 

B. Dimentionality Reduction 

  

There are many factors that motivate the inclusion of a 

dimensionality reduction  step in a variety of problem-solving 

systems . Many application problems process data in the form 

of a collection of real-valued vectors . If these vectors exhibit a 

high dimensionality, then processing becomes infeasible. For 

this reason it is often useful, and sometimes necessary, to 

reduce the data dimensionality to a more manageable size with 

as little information loss as possible  and the process is 

described as follows  

 

 
 

There are two main approaches in Dimentionality  Reduction . 

They are  

(i) Filter Method   

(ii) Wrapper Method. 

The first feature selection algorithms were based on Filter 

Approach.  In this approach each feature is given a relevance 

weighting that reflects its ability to discern between decision 

class values. In Wrapper Method we will get intermediate 

solutions while working toward better ones that result in a 

lower classification error. This algorithm requires two 

threshold values to be supplied. The following diagram 

represents Filter & Wrapper Method  Algorithms. 

 

 
 

C. Gene Selection With Speciated Genetic Algorithm. (GA) 

 

Genetic algorithms (GA) are generally effective for rapid 

search of large, nonlinear, and poorly understood spaces. 

Unlike classical feature selection strategies where one solution 

is optimized, a population of solutions can be modified at the 

same time. This can result in several optimal  feature subsets as 

output. 

 

D. Feature Selection With Genetic Algorithm 

 

.  
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E. Quick Reduct Algorithm 

 

It is a process of finding all possible subsets of a given set. It 

starts off with empty set adding one at a time which gives the 

maximum attribute value in the rough dependency matrix.   

The following algorithm is the sample Quick reduct based on 

wrapper method. 

Quickreduct(C,D) 

 

 Input: C, the set of all conditional features; D, the set 

of decision features 
 

Output: R, the feature subset 
(1) R←{} 

(2) while γ R(D) = γ C(D) 

(3) T←R 

(4) for each x ∈ (C−R) 

(5) if γ R∪ {x}(D)>γ T(D) 

(6) T←R ∪{x} 

(7) R←T 

(8) return R 

 

GA is often used to select informative genes working together 

with classifiers to consider the mutual dependency among them 

.However, conventional wrapper methods using the GA are By 

using genetic algorithm we can construct efficient system for 

classification or decision making. The main idea of genetic 

algorithm based on Darwinian Principle of ‘Survival of 

Fittest’. By using   Rough Set based Genetic Algorithm we can 

calculate length of the found reduct and fittest function. It is 

used to select the most informative genes working together 

with classifier to consider the mutual dependencies. Gene 

Expression Data is obtained by extraction of quantitative 

information from the images/patterns resulting from the 

readout or fluorescent or  radioactive hybridization in an Micro 

Array chip.  The following Genetic Algorithm is based on 

Quick Reduct Algorithm. 

The classical genetic algorithm we are given a state space S 

and f:S → R such that  

 

f(X0) = Max{ f(x) /x ∈ S } 

 

In GA a Chromosome is an n-element permutation γ, 

represented by sequence of numbers γ(1), γ(2),… γ(n). 

 

Finding reduct based on permutation using genetic algorithm 

 

INPUT. 

 

(i) Decision table  A = [ U, {a1,a2,…an} U {d}] 

(ii) Permutation γ generated by genetic algorithm. 

OUTPUT :      A Reduct R generated based on  permutation γ  

 

Method: 

R  =  {a1,a2,…an} 

(b1,b2,…bn) = γ (a1,a2,…an) 

for  i =  1 to n do  

begin 

R = R – b I 

if not Reduct (R, A ) then  R  = R U  b end. 

 

V. CONCLUSION 

 

The approach  gene selection based on Rough Set  has a better 

performance than classical  sets, for it avoiding the loss of 

information .   In this paper we reduce a sample data set by 

using quick reduct algorithm .In same way we describe genetic 

algorithm for selecting informative genes. The result of 

algorithm will always be a reduct. 

 

Table 1: Sample Data Set 

 

X A B C D E 

0 S R T T R 

1 R S S S T 

2 T R R S S 

3 S S R T T 

4 S R T R S 

5 T T R S S 

6 T S S S T 

7 R S S R S 

 

Table 2: Sample Data Set 

 

X B D E 

0 R T R 

1 S S T 

2 R S S 

3 S T T 

4 R R S 

5 T S S 

6 S S T 

7 S R S 
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